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Abstract

Web clustering assists users of a search engine by pre-
senting search results as clusters of related pages. Many
clustering algorithms with different characteristics have
been developed: but the lack of a standardized web clus-
tering evaluation method that can evaluate clusterings with
different characteristics has prevented effective compari-
son of algorithms. The paper solves this by introducing
a new structure for defining general ideal clusterings and
new measurements for evaluating clusterings with different
characteristics by comparing them against the general ideal
clustering.
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1. Introduction

The problem facing a user searching the web is the enor-
mous size of the Internet and the difficulty of identifying a
small set of relevant web pages. Current search engines al-
low a user to retrieve pages that match a search query, but
the number of results returned is often huge, and many of
the results may be irrelevant to the user’s goal.

A promising technique to address this problem is to orga-
nize the result set into clusters of semantically related pages
so that the user can quickly overview the entire result set,
and can use the clusters themselves to filter the results or re-
fine the query. Many clustering algorithms have been devel-
oped including: K-means [6], Hierarchical Agglomerative
Clustering [1], Link and Contents Clustering [10], and Suf-
fix Tree Clustering [11]. Many different evaluation meth-
ods and measurements [7, 3, 8, 11, 6, 5, 2] have been used
to evaluate web clustering algorithms and the results are of-
ten incomparable.

A standardized evaluation method for comparing web
clusterings is difficult because different algorithms pro-
duce clusterings with different characteristics: the cluster-
ing granularity may be coarse or fine; the clusters may be

disjoint or the clusters may overlap, so that the same page
may appear in several clusters; the clustering may be “flat”
so that all clusters are at the same level, or the clustering
may be hierarchical so that lower-level clusters are sub-
clusters of higher level clusters. Many of the existing eval-
uation methods are biased towards algorithms that produce
clusterings with certain characteristics.

This paper presents a new standardized evalua-
tion method that enables the evaluation and comparison
of web clusterings with different characteristics by gen-
eralizing the “gold-standard” approach to use a new
structure for ideal clusterings and by developing new mea-
sures of quality and coverage. The new evaluation method
is standardized in the sense that it allows the fair com-
parison of all web clustering algorithms, even those that
produce clusterings with vastly different characteris-
tics.

The next section outlines previous methods and measure-
ments. Section 3 describes our proposed method. Section 4
discusses the evaluation of our new method. Section 5 con-
cludes the research and provides direction for future work.

2. Previous Methods and Requirements

2.1. Previous Methods

There are two broad methodologies for evaluating clus-
terings. Internal quality [7, 3] evaluates a clustering only in
terms of a function of the clusters themselves, with no ref-
erence to external information about the desired output. Ex-
ternal quality [7, 3] evaluates a clustering using external in-
formation, such as an ideal clustering. Where there is such
external information, external quality is more appropriate
because it allows the evaluation to reflect performance rela-
tive to the desired output.

There are three main approaches to evaluation using the
external methodology: gold-standard [8], task-oriented [8],
and user evaluation [11]. Gold-standard approaches manu-
ally construct an ideal clustering with each ideal cluster la-
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beled with a topic, which is then compared against the ac-
tual clustering. Task-oriented approaches evaluate how well
some predefined task is solved. User evaluation approaches
involve directly studying the usefulness of the clustering for
users.

Task-oriented methods such as search result reordering
have a bias towards the selected task, making them poor
candidates for a standardized clustering evaluation method.
User evaluation methods are very difficult to reproduce and
the large cost, and time involved in conducting good user
evaluations makes them poor candidates for a standardized
clustering evaluation method.

Therefore our evaluation method uses external informa-
tion in the form of an ideal clustering to define a gold-
standard and measures a clustering against this ideal clus-
tering.

2.2. Measurements

This section discusses the measurements most com-
monly used to evaluate a clustering against an ideal cluster-
ing. We refer to the clusters of the ideal clustering as topics
(T), to distinguish them from the clusters (C) of the cluster-
ing being evaluated.

A clustering is perfect if its clusters match the topics. A
clustering can be less than perfect in two ways: some clus-
ters may be of poor quality because they do not match any
topics well, and the clustering may not include (cover) all
the pages in the ideal clustering. There is often a tradeoff
between quality and coverage, and algorithms can often be
tuned to achieve one well, at the cost of the other. Good
evaluation methods must measure both factors.

The Purity [7] and F measurements [6, 7, 2] are based
on precision and recall [9]. The precision, P(c,t), of a clus-
ter relative to a topic is the fraction of the pages in the clus-
ter that are also in the topic, whereas the recall, R(c,t), is the
fraction of the pages in the topic that are in the cluster. The
F-measure [9], F(c,t), combines P(c,t) and R(c,t). The Pu-
rity of a clustering is the average precision of the clusters
relative to their best matching topics, and F is the average
F-measure of the clusters relative to their best matching top-
ics.

The Entropy and Mutual Information measures [6, 7] are
based on information theory [4]. The Entropy measure is
the average “narrowness” of the distribution of the pages of
a cluster among the topics (more precisely it is the amount
of information required to refine the cluster into the sepa-
rate topics it represents). Mutual Information (MI) is an av-
erage of a measure of correspondence between each possi-
ble pair of a cluster and a topic.

Overall measurements used by the current methods are
not satisfactory. Firstly, they do not measure coverage well.
Entropy and Purity only measure quality, and are also bi-

ased towards small clusters (and maximized by a set of sin-
gleton clusters). Also, when the topics are of very differ-
ent sizes, Entropy, F, and Purity give a high value for use-
less clusterings such as a single cluster containing all pages,
and are biased by the performance of large clusters. MI, and
F include coverage, but combine it with quality, making it
impossible to interpret the two factors separately. MI also
requires that both the clusters and the topics partition the
pages.

3. New Method - QC4

QC4 (Quality, Coverage, and 4 Overall Measurements)
addresses the problem of an overly constrained ideal clus-
tering by introducing a new structure for representing more
flexible ideal clusterings and new overall measurements that
fairly characterize clusterings in terms of quality and cover-
age.

3.1. A New Ideal Clustering

An ideal clustering is created by a human expert based
on the pages to be clustered. The classical ideal cluster-
ing structure is a single level partition at a chosen granu-
larity. Our proposed ideal clustering structure is a hierar-
chy of topics, organised in levels, so that the set of topics at
the top level represents a coarse categorisation of the pages,
and the sets of topics at lower levels represent progressively
finer categorisations. This allows QC4 to fairly compare al-
gorithms that produce clusterings of different granularity
and to compare algorithms that generate hierarchical clus-
terings.

Topics may overlap other topics (at the same and differ-
ent levels), since real pages may belong to multiple topics.
However, all pages must be contained in at least one topic at
each level. This allows QC4 to evaluate algorithms that re-
turn overlapping clusters as well as algorithms that return
partitions.

Since search engines often return outliers — pages that
are unrelated to all the other pages — the hierarchy may
contain a single outlier topic (present at every level) that
contains all the outliers. The outlier topic must be disjoint
from the other topics. QC4 handles outliers by not count-
ing them when measuring coverage, and by removing clus-
ters that contain a majority of outliers.

3.2. Quality and Coverage Measurements

QC41 generates four overall measurements, based
on measures of cluster quality QU(c) and topic cov-
erage CV (t). The overall measurements of the quality

1 Detailed formulas for all measures can be found in our technical re-
port at http://www.mcs.vuw.ac.nz/comp/Publications/
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of a clustering are the average of the cluster quali-
ties (AQ), and the average of the cluster qualities weighted
by cluster size (WQ). Similarly, the overall measure-
ments of the coverage of a clustering are the average of the
topic coverages (AC), and the average of the topic cov-
erages weighted by topic size (WC). The averages give
a fairer measure of the larger broad clusters and top-
ics; the weighted averages give a fairer measure of
the smaller fine grained clusters and topics. In evaluat-
ing a web clustering algorithm for a particular application, a
single appropriately weighted combination of the four over-
all measurements should be used.

3.2.1. Cluster Quality Cluster Quality, QU(c), is a mea-
sure of how closely a cluster matches a single topic. It is
based on a modified entropy measurement, Q(c), scaled
down by a factor identifying problematic clusters and top-
ics.

The standard entropy measure of a cluster c is the aver-
age (over the topics) of log precision: − log(P (c, t)). How-
ever, entropy does not work with overlapping topics since
pages in multiple topics are overcounted. There are two
kinds of overlap: overlap of topics at different levels, and
overlap of topics at the same level. Overlap between lev-
els is handled by computing the average log precision over
the topics in a single level. QC4 chooses the level contain-
ing the topic, tmax that is the most similar to the cluster as
measured by the f-measure F (c, t).

Overlap of topics at the same level is handled by com-
puting a modified precision measure P ′(c, t). The modi-
fied measure removes the overcounting by temporarily re-
moving pages in the “best” topic from the other topics, and
then normalizing the precision to remove the effect of any
other over counting. The best topic is the one that max-
imises Q(c). Q(c) is computed from

−
∑

t

P ′(c, t) log(P ′(c, t))

where the sum is taken over the topics in the level.
Q(c) measures how focused a cluster is on a single topic,

choosing the appropriate level of granularity, and allowing
both disjoint and overlapping topics to be handled fairly.
However, it does not take cluster and topic size sufficiently
into account and it does not recognize random clusters.

Q(c), being a precision/entropy based measure, gives a
high measure to focused clusters (all their pages belong to
the same topic) regardless of the size of the clusters. How-
ever, very small clusters, even if they are highly focused, are
not very useful to a user if they only contain a small frac-
tion of the topic. To be useful, a cluster should be close to
a topic by being both focused on the topic and by being of
similar size to the topic. That is, the cluster should not only
have good precision/entropy, but should also have good re-
call. QC4 scales down clusters that are much smaller than

the topic that they are focused on. Since a page in a clus-
ter may belong to multiple topics, the standard recall mea-
sure was modified to handle pages in multiple topics by av-
eraging the recall of a cluster over all topics weighted by the
modified precision P ′(c, t).

A cluster with low recall on a small topic will have very
few pages, and therefore will be almost useless to the user.
On the other hand, a cluster with the same low recall frac-
tion of a very large topic will have more than enough pages
for the user to understand the cluster and make an appro-
priate decision. Therefore, the modified recall measure is
further modified by a non-linear function of the size of the
topic to amplify the scaling for clusters focused small top-
ics.

Clusters that are similar to a random selection of pages
from the result set provide almost no information, and will
not be helpful to the user. Such a clustering should receive
near zero quality. However, modified entropy Q(c) of ran-
domly constructed clusters will generally not be zero, espe-
cially if the topics are of varying sizes. QC4 uses a modified
version of MI to identify clusters that are similar to a ran-
dom set of pages, and then scales down Q(c) appropriately.
The modified version of MI has to deal with overlapping
topics in a single level, which it does by extracting the in-
tersections of topics into distinct topics, and applying MI to
the expanded disjoint set of topics. It also applies a thresh-
old to ensure that only clusters that are very close to random
or that are very small are scaled down.

3.2.2. Topic Coverage Topic Coverage, CV (t), is a mea-
sure of how well the pages in a topic are covered by the clus-
ters. It is computed from an average of how well each of the
pages in the topic are covered.

A page in a topic is covered to some extent if any clus-
ter contains the page. However, the user is unlikely to find a
page if it is in a cluster that appears to be associated with a
different topic, so a page will be better covered if it is con-
tained in a cluster that matches a topic that the page is in.
The better the match, the better the coverage. If a page is in
topic t and cluster c, the precision P (c, t) would be a good
measure of how well the page is covered, as long as the page
is not also in any other topics or clusters. Because topics
and clusterings can overlap, a page may be in several top-
ics and several clusters, and therefore we need something
more complicated than precision to measure page coverage.
In particular, each page in a top level topic will also be in
subtopics of that topic at each level of the hierarchy.

QC4’s page coverage measure considers all the clusters
that a page is in, and also all the topics and subtopics the
page is in. At each level of the topic hierarchy, it finds the
average precision of the clusters that contain the page with
respect to the best matching subtopics containing the page.
It then recursively computes the maximum of this measure
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at each level to compute a page coverage measure over the
whole hierarchy.

To compute the overall coverage measures, AC and
WC, the topic coverage is averaged over just the top level
topics of the ideal clustering. There is no need to compute
the topic coverage of lower level topics since each top level
topic implicitly includes topics below it in the hierarchy.

4. Evaluating QC4

We analysed the output of QC4 on a variety of synthetic
data sets and ideal clusterings that demonstrate a number
of extreme properties that are not handled by other evalu-
ation methods. The synthetic test cases analysed included
the following: perfect clustering, near perfect clustering, set
of all singleton clusters, mid-sized cluster containing a near
uniform distribution of pages from topics, overlapping clus-
ters, and several distinct combinations of clusters at differ-
ent levels of granularity. We explored the effect of a vari-
ety of possible clusterings and compared them using QC4.
In all cases, QC4 generated reasonable measures that pre-
ferred the clusterings that appeared to be more useful to a
user. On the other hand, the other evaluation methods pro-
duced inappropriate or nonsensical evaluations.

Clearly, we need to apply QC4 to real data sets to deter-
mine whether it generates useful and believable measures
on a variety of clustering algorithms, including algorithms
that generate overlapping clusters, hierarchies of clusters,
and clusters at different levels of granularity. We are cur-
rently performing such experiments on real data sets, and
the preliminary results are encouraging.

5. Conclusions

This paper introduced QC4, a new standardized web
clustering evaluation method. QC4 minimizes method bias
by generalizing the commonly used gold-standard approach
to use a more general ideal clustering that can describe
multiple ideal clusterings. QC4 introduces four new over-
all measurements that can universally characterize clus-
terings with different characteristics (cluster granularity:
coarse or fine, clustering structure: hierarchical or flat, dis-
joint or overlapping, and cluster size: large or small) fairly
in terms of cluster quality and topic coverage. Our analysis
has shown that QC4 significantly outperforms MI on many
synthetic test cases that cover a broad range of clustering
characteristics.

We are currently investigating the performance of QC4
on several real data sets and a variety of clustering algo-
rithms.

In the future, performance measurements such as com-
putational complexity, run time, memory requirements, etc.,
need consideration. Standard test data and benchmark QC4

results for existing clustering algorithms also need to be
developed. The software clustering methods for aiding the
ideal clustering construction process could be adapted to aid
the construction of ideal web clusterings for QC4.
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